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INTRODUCTION

VAST Data's Universal Storage, for the first time, redefines the economics of flash storage, making flash affordable for all applications,
from the highest performance databases to the largest data archives. The Universal Storage concept blends game-changing storage
innovations to lower the acquisition cost of flash with an exabyte-scale file and object storage architecture breaking decades of storage

tradeoffs. Veeam®

With the advantage of new, enabling technologies that weren't available before 2018, this new Universal Storage concept can
achieve a previously impossible architecture design point. The system combines low-cost hyperscale flash Drives and Storage Class
Memory with stateless, containerized storage services all connected over new low-latency NVMe over Fabrics networks to create
VAST's Disaggregated Shared Everything (DASE) scale-out architecture. Next-generation global algorithms are applied to this DASE

architecture to deliver new levels of storage efficiency, resilience, and scale.

Veeam Backup & Replication 11 is a sophisticated data protection and disaster recovery solution. With Veeam Backup & Replication, you
can create image-level backups of virtual, physical, cloud machines and restore from them instantly. Intelligent technology used in the
product optimizes data transfer and resource consumption providing superior recovery time and point objectives as well as helping
to minimize storage costs. Veeam Backup & Replication provides a centralized console for administering backup/restore/replication

operations in all supported platforms (virtual, physical, cloud).

VAST Clusters with Veeam Backup & Replication jointly deliver an integrated, simple, and powerful data protection solution for today's
complex virtualized environments. Veeam's Backup & Replication software takes advantage of the industry-leading inline deduplication
and compression technology built into the VAST Cluster. In addition, the VAST Cluster introduces Similarity-Based Data Reduction
which rethinks data reduction algorithms to deliver unprecedented storage efficiency. When combined, the result is a fast and
compact backup, providing a high availability and site recovery solution. This joint solution delivers dramatic reductions in the cost and

complexity of protecting virtual server infrastructure while meeting increasingly aggressive SLAs with the power of flash.

This document covers basic configuration steps to integrate Veeam Backup and Replication with a VAST Data Cluster. It covers specific
Veeam architecture basics, minimal click VAST Cluster configuration for both NFS and S3 and highlights recommended practices for

protecting virtual machines in VMware vSphere environments using VAST clusters and Veeam's Backup & Replication solution.

This guide will assist individuals who are responsible for the design and deployment of data protection and disaster recovery solutions

of virtual machines deployed on a VAST Cluster.
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VEEAM CONFIGURATION

Backup Proxy

Backup Server

i

VAST

NFS/S3 Backup
Source VMs Repository

Figure 1 - Simple NFS/S3 Deployment

This document was written using a basic deployment of Veeam Backup and Replication where all the components were installed and
running on the backup server (Figure 1). For a detailed discussion of how to expand and scale a Veeam deployment refer to the Veeam

Backup and Replication documentation.

One of the first tasks for implementing a backup with Veeam Backup and Replication, is to define what needs to be protected. Two
things will be added as data sources to be backed up, a Managed Server and an NFS file share. The managed server could be a
standalone ESXi host, a supported hypervisor cluster, or a typical windows or Linux host with associated datastores. For this example,

the two will be a vSphere vCenter server and and NFS share from a second VAST cluster.
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ADDING A VCENTER SERVER

With the Veeam Backup and Replication Console open and the Inventory tab on the left pane selected right click on Virtual

Infrastructure and select Add Server (Figure 2). There are several ways to access this menu, but this is meant to be the most intuitive.

Server

gEX

Server Serve SETVEr

Manage Server

Inventory

@‘Eﬂ“‘[lﬂfﬂnﬂ cture 1
@ Physical Inf + " _Addsewver..
.t ;.} Refresh  F5

o' Manually Added
[@" Unmanaged
[l File Shares
4[5 Last 24 Hours
[ Success
[';,\ Wamning

Figure 2 - Adding vSphere vCenter Server to Veeam

This will pop up an Add Server (Figure 3) window where VMware vSphere should be selected.

Add Server

Select the type of a server you want to add to your backup infrastructure. All already registered servers can be
found under the Managed Servers node on the Backup Infrastructure tab.

VMware vSphere
Adds VMware private cloud infrastructure servers to the inventory.

ml Microsoft Hyper-V
B Adds SCYMM server, Hyper-V cluster, or standalone host (2008 R2 or later) to the inventory.

Figure 3 - Picking Hypervisor Server

On the next window select vSphere to add the vCenter Server to add to Veeam (Figure 4).

@ VMware vSphere

Select the type of a VMware server you want to add to the inventory.

vSphere
FPOD  Adds vCenter Server ded), or standal /Sphere Hypervisor (ESXi) to the inventory.

vCloud Director
=55 AddsVMware vCloud Director server to the inventory.

Figure 4 - Select vSphere vCenter Server
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On the next window select vSphere to add the vCenter Server to add to Veeam (Figure 4).

| New VMware Server

Name
Specify DNS name or IP address of VMware server.

e

1
(1061202219 |

Credentials

Description:
Apply | Created by VME-101\Administrator at 3/11/2022 3:25 PM.

Figure 5 - Adding VMware Server

After clicking Next, the Credentials window will appear (Figure 6). The user credentials for the VMware Server may already be in the

pull-down menu but if not then click Add to and enter the user and password for that vCenter Server.

New VMware Server X
Credentials

% Select server administrator's credentials. If required, specify additional ¢ ion settings including web-service port number,

Name

Select an account with local administrator privileges on the server you are adding. Use DOMAINVUSER
format for domain accounts, or HOST\USER for local accounts.

Figure 6 - Add vCenter Server Credentials

When finished click Apply and Veeam will begin the process of importing all the information about the vCenter Server including all its
VMs (Figure 7).

Edit VMware Server X
Apply
% Please wait while required operations are being performed. This may take a few minutes..,
Name Message Duraticn
itk () Starting infrastructure item update process 0:00:02
@) Creating database records for server
Collecting disks and velumes info Q:00:21
VMware server saved successfully
Figure 7 - Import of vCenter Server
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When the scan finishes simply click Next and review the Summary screen (Figure 8). If any changes need to be made, click Back

otherwise click Finish. The vCenter Server is now added to Veeam as a managed server.

Edit VMware Server

x
Summary

% You can copy the configuration information below for future reference.

MName Summary:
[MMware vCenter server '10.61.202.219' was modified with wamings. See logs for details.
Credentials [Host info: VMware vCenter Server 7.0.3 build-19234570
(Connection options:
Apply User: administrator@vastdata local
Port: 443

Figure 8 - Adding vCenter Server Summary

The vCenter server should now show under theVirtual Infrastructure list (Figure 9).

EE X

Add Edit Remove
Server Server Server

Manage Server

Inventory

Figure 9 - vCenter Server Successfully Added to Veeam
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ADDING AN NFS SHARE

An example used later in this document needs to backup data from an NFS share. This shows how to add a VAST NFS share as the

source of data to be backed up. From the Inventory section right click on File Shares and select Add file share (Figure 10).

B B X

Add File Edit File Remove
Share Share File Share

Manage File Share

Inventory

4 ﬁﬁl Virtual Infrastructure
4 fg’i VMware vSphere
4 FS) vCenter Servers
v E§) 10.61.202.219
4 (¥ Physical Infrastructure
§a! Manually Added

E*  Addfile share...

Figure 10 - Select Add file share

The next window (Figure 11) presents several options for adding a file share, select NFS Share.

Add File Share

Select the type of a file share you want to add to inventory.

File server
Adds a managed Windows or Linux server. This is the recommended way to access files and file shares hosted on
regular servers, as opposed to NAS devices.

NAS filer
Adds an enterprise NAS system, This is the recommended way to access file shares hosted on a supported NAS
system that is registered in Veeam Backup & Replication.

I:I NFS share
Adds an NFS file share hosted on a NAS device. Supported NFS protocol versions are 3.0 and 4.1,

Figure 11 - Add NFS File Share
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Add the file share in the standard server:/folder format as shown in Figure 12.

New File Share X

INFS File Share
m Specify an NFS server or a path to the file share.

NF5 server or file share:
lmdn.selib—mcmlsﬁ.\ramdm:ormfbachm—m |
i Use server./folder format

Figure 12 - Add file share specifics

The rest of the settings are left at their defaults for simplicity. Simply click through the rest of the settings and review on the last

window. Once complete the NFS share with the source data should show up as in Figure 13.

File Share

EEX @

Add File Edit File Remove Set
Share  Share FileShare  Location =
Manage File Share Manage Storage

Inventory Q Type in an cbject name to search for

4 (5 Virtual Infrastructure Name T Type
« {5 VMware vSphere iab-avnetZ02 pdats  NFSHieshore |
a7 vCenter Servers
£S5 1061.202.219
4 (% Physical Infrastructure
{1 Manuslly Added
filfl Unmanaged
4 [ File Shares
[ 7] NES Shares

Figure 13 - NFS Share Added
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VEEAM TRANSPORT MODES DISCUSSION

This section will cover a brief discussion on Veeam Backup & Replication transport modes, and how they're used to efficiently backup

NFS datastores.

As part of the method that protects and backups data, Veeam copies data from a source to a backup repository through what is called
a transport mode. It uses the Veeam Data Mover (Figure 1) to retrieve VM data from the source and write VM data to the target using

one of three transport modes.
« Direct Storage Access
»  Virtual Appliance (HotAdd)
« Network (LAN Transport)

Automatic Selection

By default, Veeam's Backup & Replication will use an automatic backup proxy transport selection. In this mode, the backup proxy and
the connected NFS datastores are analyzed to determine the most efficient transport mode. If several transport modes are available for

the same backup proxy, Veeam Backup & Replication will choose the mode in the order that is listed above.

EERX B

Edit Disable Remove

Proxy Proxy Proxy I
Manage Proxy Upgrade

Backup Infrastructure Q Type in an object name to search for

! Backup Proxies A Name Type Host T

1= Backup Repositonies [l Backup Proxy Agent vme-101
f Exteral Repositories H VMwareBackup Proxy  VMware yme-101 |
{54 Scale-out Repositories T3 Disable proxy

©» WAN Accelerators Upgrade..

{73 Service Providers
4 (7 SureBackup

tt Application Groups

gb, Virtual Labs
4 (21 Managed Servers

4 5 VMware vSphere

a7 vCenter Servers

+ Eg1061.202.219
Bl cb7 w

>  Remove

ﬁ Home

i}!} Inventory

(fég Backup Infrastructure

Figure 14 - Selecting the Backup Proxy
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The default mode can be altered by editing the properties of the backup proxy. To edit the mode, click on Backup Infrastructure in the

left pane and then click on Backup Proxies. On the right windowpane right click on the VMware Backup Proxy and select Properties

(Figure 14).

Edit VMware Proxy X
Server

Cheose a server for ViMware backup proxy. You can choose between any Microsoft Windows or Linux servers added to the
Managed Servers which are not assigned a VMware backup proxy role already.

R o

wme-101 (Backup server) Addd Mo

Traffic Rules

Prowy description:
Apply Created by Veeam Backup & Replication
Summary

Figure 15 - Transport Mode

The mode is then modified by clicking on Choose (Figure 15) which will bring up the screen in Figure 16. The default settings shown are
recommended unless a specific transport mode is needed. However, even if a specific mode is desired it, automatic mode will use that

mode if it's the best mode available. It just simplifies the decision of which mode to select.

Transport Mode x

Backup proxy transport mode:

® Automatic selection
Data retrieval mode is selected automatically by analyzing backup proxy
configuration and reachable VMFS and NF5 datastores. Transport modes
allowing for direct storage access will be used whenever possible.

(O Direct storage access
Data is retrieved directly from shared storage, without impacting production
hosts. For block storage, backup proxy server must be connected into SAN
fabric via hardware or software HBA, and have YMFS volumes mounted.

() Virtual appliance
Data is retrieved directly from storage through hypervisor |/0 stack by hot

adding backed up virtual disks to a backup proxy VM. Datastores containing
protected VMs must be connected to a host running backup proxy VM.

) Network
Data is retrieved from ge through hypervi etwork stack using NBD
protocol over host management interface. This mode has no special setup
qui ts. Rec ded for 10 Gb Ethernet or faster.
Options

[ Faioverto network mode f primary mode fais, or is unavadable
[ Enable host to proxy traffic encryption in Network mode (NBDSSL)

o[ omes

Figure 16 - Modifying the Transport Mode
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Direct NFS Access Mode

Prior to the introduction of this transport mode, data on NFS datastores could only be backed up using Virtual Appliance or Network
Transport Mode. These modes place a heavy load on the LAN and use VMware VDDK to communicate with the ESXi host which
produces additional load. With Direct NFS access mode, Veeam Backup & Replication bypasses the ESXi host by deploying its native NFS

client on the backup proxy(ies) and uses it for VM data transport. This way there is no additional load on the ESXi host.

Direct NFS Access mode is ideal for the scenario where both the source VM data and the backup repository reside on NFS shares.
Veeam Backup & Replication will read and write data directly from an NFS source to an NFS backup repository and as mentioned bypass

the ESXi host thereby offloading the workload from that host.
This is the most efficient of the three transport modes. To use this transport mode the backup proxy must have access to the source
NFS datastore where the VMs exist.

VAST AS A SOURCE NFS DATASTORE

The focus of this document is around using the VAST Cluster NFS shares as a target for backup repositories on Veeam. However, if VAST
is being used as the source datastore for the VMs there are a couple of prerequisites to ensure that dNFS transport mode will function

properly. To read and write data in the Direct NFS transport mode, the backup proxy must meet the following requirements:
1. The backup proxy(ies) must have access to the NFS datastore(s) where the VM disks are located.
2. The backup proxy(ies) must have Read/Write permissions and root access to the NFS datastore.

You can also choose networks over which Veeam Backup & Replication must transport data when you perform data protection and
disaster recovery tasks. This option, a preferred network, can be helpful if you have a non-production network and want to route data
traffic over this network instead of the production one. A preferred network is not specific to direct NFS but can ensure its use in the

transport decision hierarchy.

N

?k Manage Credentials

o ?‘b
1
)

£

Manage Cloud Credentials

Manage Passwords

General Options

Users and Roles

Network Traffic Rules

Figure 17 - Configure Network Traffic Rules
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To configure a preferred network in the Veeam Ul click on the icon at the top with the three lines and select Network Traffic Rules

(Figure 17). In the Global Network Traffic Rules window click on the Networks button (Figure 18). Then add the networks that contain the

NFS repositories and Veeam Backup proxies.

Global Network Traffic Rules
Network traffic rules: -
Preferred Networks x | Add..
s Edit.
[ Prefer the following networks for backup and replication traffic:
[NMMH Subnet Mask CIDR Motation I Add... I Bt
172.200.0.0 255.255.0.0 172.200.0.0/16 e I |
: on if you are
I oK I Cancel Fposes
UK~ || Cancel |
Figure 18 - Setting Preferred Network
VAST DATA UNIVERSAL STORAGE WITH VEEAM® BACKUP & REPLICATION CONFIGURATION GUIDE 13



VAST CLUSTER AS BACKUP REPOSITORIES

A backup repository is a location used by Veeam Backup & Replication jobs to store backup files, VM copies, and metadata for replicated

VMs. The following sections provide the appropriate steps to configure the VAST cluster and deploy it as both an NFS and S3 backup

repository on Veeam.

CREATING AN NFS BACKUP REPOSITORY

It's simple to create an NFS share and present it to Veeam. From the VAST Ul Dashboard click on Views (Figure 19).

09-552796
Dashboard

Infrastructure

Element Store Views

Network Access

View Policies

Figure 19 - Selecting Views to Create NFS Directory

This brings up the Element Store window with the Views tab selected. In the upper right corner select Create View (Figure 20).

Quatas NFS Locks

Element Store Crente New View 9}

Figure 20 - Select Create View

The Add View window (Figure 21) opens with several fields to fill in. Starting with the Path, enter a path that adheres to any organizational

structure that may exist. Under Protocols, this example uses NFS but NFSv4 is also supported.

Add View

Figure 21 - Adding View Parameters
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The Policy Name here is set to default, which is configurable based on a user's needs. In general, policies define the protocol(s) available,
group membership, read/write and squash rules to name a few. Configuring View Policies is not discussed here but Figure 22 shows

how this specific default policy is defined. The Read/Write access and no squash are wide open using the asterisk as a wild card.

Figure 22 - Default View Policy

An alternate mount point can be defined with the NFS Alias setting but was left blank in this example. Since this is a new view the

Create Directory toggle has been turned on.

NFS exports have the familiar server:/folder format for mounting purposes. The VAST cluster creates access to the server through the
concept of Virtual IPs. With a minimum four nodes in a VAST cluster multiple IPs can be grouped together into a Virtual IP Pool to allow
for better distribution of connections and for better performance and resiliency through multipathing. To that end the full path of the

export (server:/folder) in this example is defined as:
main.selab-avnet202.sli.vastdata.com:/veeamBR

This will be used in the next step within the Veeam Ul. For additional information on configuring and understanding virtual IPs see the

VAST Cluster Administrator's Guide.

= Home Backup Repository -

Repository
Manage Repository Tools

Backup Infrastructure
& Backup Proxies

= Backup Repositories
Add backup repository... j I

Rescan

Figure 23 - Add Backup Repository

To add the export, in the Veeam Ul, select the category Backup Infrastructure and then right click Backup Repositories. Click on Add
backup repository (Figure 23). This will bring up the Add Backup Repository window where Network attached storage should be selected
(Figure 24). If the VAST export or share is mounted on a separate Linux or Windows system (not discussed in this guide) then direct

attached storage would be selected.



’ : 3
Add Backup Repository
Select the type of backup repository you want to add.
== Direct attached storage
&=  Microsoft Windows or Linux server with internal or direct attached storage. This configurati bles data
maovers to run directly on the server, allowing for fastest performance.
——I Network attached storage
& Network share on a file server or a NAS device. When backing up to a remote share, we recommend that you
select a gateway server located in the same site with the share.
Figure 24 - Select Network Attached Storage
In the next window simply click NFS share (Figure 25).
x

g Network Attached Storage

{i_) Select the type of a shared folder you want to use as a backup repository.

&= NFSshare
E:_J Adds an NFS5 share. This is the rec ded configuration for | ging storage capacity provided by NAS
devices.
s SMB share
I{é,' Adds an SMB (CIFS) share, For reliability 5, this configuration is rec ded for conti ly availabl
(CA) network shares only,

Figure 25 - Select NFS Share

The next screen (Figure 26) defines the repository name and optional description.

New Backup Repository
= Nam E_ o . )
== Typein a name and description for this backup repository.
==
—
IVAST Data - Backup Repository|
Share
Description:
Repository [ Created by VME-101\Administrator at 3/24/2022 2:52 PM.

Figure 26 - Define the Repository Name

On the next screen (Figure 27) enter the full path (server:/folder) of the view that was discussed at the beginning of this section. This is a

simplistic deployment with the gateway server on the same server as Veeam so that setting is left as automatic.
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New Backup Repository X
= Share

=71 Specify a file share to store backups in, and a gateway server to access NFS share through. Automatic gateway selection

% functionality requires that NFS Tools are installed on registered Linux servers.

Mame Shared folder:
|mainjdab-wnz{ZDZ.;li.vamdlta.(mf\rmmBﬂ
N ..o format
Repository Gateway server:
@ Automatic selection

Figure 27 - Enter Shared folder

Continuing with the Repository settings in Figure 28 the maximum concurrent tasks may have to be limited based on the resources

available in the Veeam server. Refer to Veeam documentation for better guidance on this. Click on the Advanced button.

New Backup Repository X
=, Repository
B0 Typein path to the folder where backup files should be stored, and set repository load control options.
=
Name Location
Path to folder:
Share [[main selab-avnet202.si.vastdata.com:/veeamBR |

N S

== Freespace: 948.9TB

Mount Server
Load control
Fesiew Running too many concurrent tasks against the repository may reduce overall performance, and
cause /O timeouts. Control device saturation with the following settings:
Apply [ Limit maximum concurrent tasks to: 4
Summary [ Limit read and write data rate to: e | M/

Click Adh d to

<o | (o] [T [ G|

Figure 28 - Recommended Settings for VAST Repositories

The Storage Compatibility Settings window will appear (Figure 29). Ensure the boxes are checked as shown. Both settings, as described,

will improve backup performance.
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Storage Compatibility Settings X

Significantly improves backup and restore performance while reducing storage
CPU usage by avoiding unaligned I/O. Increases backup size by less than 2%.

[[] Decompress backup file data blocks before storing
Source data mover compresses data according to the backup job compression
settings to minimize LAN traffic. Uncompressing the data before storing allows
for better deduplication ratio on most deduplicating storage appliances.
This repository is backed by rotated drives

Backup jobs pointing to this repository will tolerate the disappearance of
ocC

previous backups by creating a new full, and t

across unintended dnive letter changes.

mproves backup performance for storage devices benefiting from multiple I/O

streams. This is the recommended setting when backing up to enterprise grade
block storage and deduplicating storage appliances.

[ ok | concel

ack repository volume location

Figure 29 - Storage Compatibility Settings

The next window (Figure 30) is used to define the mount server where backup files are mounted to this server to allow for file recovery.
There is a mount server associated with every backup repository. With VAST Cluster NFS backup repository it's recommended to also

enable the vPower NFS service to allow for instant recovery of VMs.

MNew Backup Repository x

Mount Server

0 Specify a server to mount backups to when performing advanced restores (file, application item and instant VM recoveries).
% Instant recoveries require a write cache folder to store changed disk blocks in.

Mame Mount server: o
vme-101 (Backup server) v | Add New...
Share - '
Instant recovery write cache folder
Repository |C \ProgramData\Veeam\Backup\IRCache\ l | Browse...

_ Ensure that the selected volume has sufficient free disk space to store changed disk blocks of instantly
recovered VMs. We recommend placing write cache on an SSD drive.

Review IE Enable vPower NFS service on the mount server (recommended) I | Ports..
Unlocks instant recovery of any backup (physical, virtual or cloud) to a VMware vSphere VM.
Apply vPower NFS service is not used for instant recovery to a Microsoft Hyper-V VM.

Figure 30 - Mount Server Settings

On the Review window simply verify all settings and then click Next. The next window (Figure 31) will show several processes being

performed, installation of services and adding of the backup repository just to name a few.
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Mew Backup Repository X
e Apply
[E271  Please wait while backup repository is created and saved in configuration, this may take a few minutes,
==
Name ] Message Duration
e | €0 Starting inf ture item update process 0:00:03 |
| € [vme-101] Discovering installed packages 0:00:32
Repository | © [vme-101] Registering client VME-101 for package Transport
(2 [vme-101] Registering client VME-101 for package vPower NFS
Mount Server () [vme-101] Registering client VME-101 for package Mount Server
. (2 [vme-101] Discovering installed packages
Rored () All required packages have been sfully installed
I | O g
| () Reconfiguring vPower NFS service
Summary | (2 Creating configuration database records for installed packages
| @ Collecting backup repository info
| € Creating database records for repository 0:00:01
| €2 Backup repository has been added successfully

Figure 31 - Applying All settings and Creating Backup Repository

Review the Summary page (Figure 32) and click Finish. The VAST Cluster NFS backup repository is now configured and ready to be used

to create a backup job.

New Backup Repository X

< Summary
5271 You can copy the configuration information below for future reference.

=
=
Name Summary:
= backup repaository 'VAST Data - Backup Repository’ was successfully created.
are
Mount host: vme-101
Repository Backup folder: main.selab-avnet202 sli.vastdata.com:/veeamBR
Write throughput: unlimited
Mount Server Max parallel tasks: 4

Figure 32 - Review the Summary Page

Veeam performs a rescan of hosts and servers every four hours so if the newly created backup repository is not showing a manual

rescan can be performed.

VAST NFS Repository Settings

The following table is a summary of settings that are recommended when configuring the VAST cluster as an NFS backup repository.

Transport Mode Automatic or Direct NFS (Production is on NFS)

Enable the following backup repository settings:
Storage Compatibility « Align Backup file-data blocks

+  Use per-VM backup files

Mount Server Enable the vPower NFS service on the mount server

Figure 33 - Backup Repository Settings
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CREATING AN S3 BACKUP REPOSITORY

During the process of adding an S3 backup repository the credentials of the S3 will be needed so the creation of an S3 user discussed

first in the next section.

Creating an S3 User on VAST

To create an S3 user with the VAST Ul, go to the Dashboard and then User Management and select Users (Figure 34).
13-611908
Dashboard
Infrastructure
Element Store

Network Access

Data Protection

User Management

Analytics

Alarms & Events

Activities

Hardware Layout

Figure 34 - Selecting Users Category

The Add User window appears (Figure 35) and a username is entered along with any desired UID. This particular user is granted full S3

credentials but that is not a requirement during the Veeam process of adding an S3 repository.

veeam201 040522

Allow Create Bucket Allow Dedete Bucket

Figure 35 - Creating a New User for S3



After clicking Create the user will show up in the User Management window Figure 36.

User Management

NIS Active Directory

veeam201 22 5-1-111-2896...

Figure 36 - User Created

Now that the user is created it needs to be edited to create and capture the active and secret keys. On the far right of the user under

the action column click on the three dots and select Edit (Figure 37).

S3 Superuser Actions

ra Edit

»  Remove

Figure 37 - Editing a User

In the Update User window (Figure 38) click on the Create new key button to create a new Access Key. Now copy the active key and
secret key some place for a bit later. This is the only time when the secret key will be obtainable so be sure to copy it down in some safe

location. Click Update to close the window.
Update User

weonm?01

Allow Croatn Bucke Allow Delete Bucket

eSO NI LA
pertunity 1o smabe  copy, it wil loreeer disappear after
e ]

Figure 38 - Capturing Active and Secret Keys

The user will now be used in the creation of a bucket or view within the VAST Ul.
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Creating an S3 Bucket on VAST

Just as before, when creating a view, from the dashboard go to Views as shown in Figure 19 and then click Create as shown Figure 20.
This view is being configured as a bucket only using just the S3 Bucket protocol. Multiple protocols (NFS, S3) can be used on a view.

Figure 39 shows the all the settings needed to create the new bucket. Since this is a new view the create directory toggle is selected.

fveeam201 53 Bucket

vast2i s3_default_policy

Create Directory

Figure 39 - S3 Bucket Configuration

The user created previously needs to be given access or ownership of this view. This is done on the S3 tab as shown in Figure 40. When

finished click Create from either tab.

Add View

veeam201 53 Versioning (@)

Figure 40 - Adding Bucket Owner (User)



The view (bucket) now shows up in the Element Store as shown in Figure 41.

Element Store ( + CresneView

Figure 41 - S3 Bucket Created

With the bucket now created it's time to create the backup repository within the Veeam Ul.

Create Veeam Backup S3 Repository

Similar to creating an NFS backup repository in the Veeam Ul, select the category Backup Infrastructure and then right click Backup

Repositories and then select Add backup repository (Figure 23).

Add Backup Repository

Select the type of backup repository you want to add.

Direct attached storage
Microsoft Windows or Linux server with internal or direct attached storage. This configuration enables data
movers to run directly on the server, allowing for fastest perfformance.

Network attached storage
’ Metwork share on a file server or a NAS device. When backing up to a remote share, we recommend that you
select a gateway server located in the same site with the share,

Deduplicating storage appliance
Dell EMC Data Domain, ExaGrid, HPE StoreOnce or Quantum DX If you are unable to meet the requirements of
advanced integration via native appliance API, use the network attached storage option instead.

gy Object storage
R#  On-prem object storage system or a cloud object storage provider. Object storage can only be used as a Capacity
Tier of scale-out backup repositories, backing up directly to object storage is not currently supported.

Figure 42 - Choose Object Store

This will bring up the Add Backup Repository window where Object Storage should now be selected (Figure 42). On the next screen

select S3 Compatible (Figure 43).

@ Object Storage

Select the type of object storage you want to use as a backup repository.

E’rﬂ 53 Compatible
W5  Adds an on-premises object storage system or a cloud object storage provider.

Figure 43 - Select S3 Compatible




On the next window (Figure 44) fill in an appropriate name for this S3 repository and any description desired.

New Object Storage Repository

Name
I Type in a name and description for this object storage repository.

N— [
VAST 53 - 201 |

Account

Description:
Created by VME-10T\Adminishrator at 4/5/2022 11:05 AM. ]

Bucket

Figure 44 - Add Name to S3 Object Storage

There is an additional setting for concurrent tasks (not shown in Figure 44) which was left unchecked because there is no need to limit
the number of tasks or APl requests to the VAST cluster. The VAST bucket information is entered on the next screen as show in Figure

45. The service point is ascertained in the same manner as described in the section Creating an NFS Backup Repository.

New Object Storage Repository X
- Account
n.-l-. Specify account to use for connecting to 53 compatible storage system.
Name Service point:
| main.selab-avnet201.shi.vastdata.com ||
Region:
Bucket |us~w=ﬂv! I
Credentials:
Summary -
[A 1M1U4PPZCQWCMRYSCEIGH (VAST User: veeam201, last edited: less than @ da: |

Manage cloud accounts

Figure 45 - Enter Service Point and Credentials

If the credentials have not been previously added then they'll need to be added by clicking the Add button and entering the access and

secrety keys that were created previously (Figure 46). It may be useful to add the VAST username to the description to keep track of

multiple cloud accounts.

Credentials X

Accesskey: [M1U4PPZCQWCMRYSCEIQH |
=T\ secrtiey: | |

VAST User: veeam201|

[ ok ]| Cconcel

Figure 46 - Adding S3 User Credentials
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Click next when all the fields have been filled in. Veeam now reaches out to the VAST cluster with the defined S3 user credentials and

scans for a list of accessible buckets. Go ahead and accept the certificate warning if it appears.

Mew Object Storage Repository X
Bucket
I Specify object storage system bucket to use.
Name Bucket: : -
ast201 Browse...
Account |v l E—
Folder:
SN (o | [Corove ]
Summary e - o
[ Limit object storage consumptionte: |10 2 78 =
This is a soft limit to help control your object storage spend. If the specified limit is exceeded,
already running backup offload tasks will be allowed to complete, but no new tasks will be started.
[] Make recent backups immutablefor. |30 = | days
Protects recent backups from modification or deletion by ransomware, malicious insiders and
hackers using native object storage capabilities. Object storage must support 53 Object Lock
feature.

Figure 47 - Specify Bucket and Folder

The next window (Figure 47) is for bucket and folder selection. Starting with the bucket click the Browse button to bring up the Select

Bucket window (Figure 48). Select the bucket (view) that was just created.

Select Bucket X

Buckets:
4 @ Buckets
@ vast201

Figure 48 - Select VAST Bucket

After selecting the appropriate bucket click on the Browse button for the Folder (Figure 47). This brings up a list of folders (Figure 49)

within the bucket. Either select an existing folder or create a new one.

Select Folder X

Folders:
4 {5 vast201
& test

Figure 49 - Select or Create a Folder
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When all fields are filled out as in Figure 47 click next and review the Summary page (Figure 50).

New Object Storage Repository

MName
Account

Bucket

E Summary
i “—  You can copy the configuration information below for future reference.

Summary:

bject storage repository was successfully created.
Name: VAST 53 - 201
Description: Created by VME-101\Administrator at 4/5/2022 11:05 AM.
Type: 53-compatible
Gateway server: not selected
Service point: https://main.selab-avnet201.shi.vastdata.com
Region: us-west-1
Bucket: vast201
C t tasks limit: |
Storage consumption limit: unlimited
lllcum backups will not be i bl

Figure 50 - Review Summary of S3 Repository

After finishing the wizard the S3 repository should appear in Veeam under Backup Repositories (Figure 51).

Backup Repository

=+ =
.
= :
Add Edit Rescan
Repository F

Manage Repositary  Tools

Backup Infrastructure Q Type in an object nonse to search for
B Backup Proxies A Name 4 Tipe Host Path Capacity Free Jsed Space
[ Backup Repositories & VASTS3 - 201 53-compatible ‘amazonS3://main. selab-avnet201.sli... N/A N/A 08
= Fps _— i RoR———
£, Extemal Repositosies 5% VAST Data - Backup Rep..  MFS nfs3:/ /main.selab-avnet2 02, 5hvastd.. TAFB 469,618 6.0 GB
Fi! Scale-out Repositories = Default Backup Repository  Windows vme-101 CA\Backup 894G 309GB 08

Figure 51 - VAST S3 Repository Created

Creating a Scale-Out Backup Repository

Scale out backup repository (SOBR) is a Veeam concept that combines unlimited extents of performance layer storage together along

with an optional archive layer. This archive layer is where an S3 bucket from VAST participates (but could be used in the performance

layer as well).

Veeam combines all components into a singular entity so that all the sub-parts are no longer usable in other backup jobs. Veeam is

essentially creating a tiered storage system wit

VAST DATA UNIVERSAL STORAGE WITH VEEAM

h each tier being separately scalable.
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To create a SOBR, under Backup Infrastructure right click Scale-out Repositories and select Add.

m Scale-out Repository .

Add Scale-out Edit Scale-out Remove Se
Repository Repository Repository Per
Manage Scale-out Repository Mana

Backup Infrastructure

B Backup Proxies A
El Backup Repositories
5, Extemal Repositories

Figure 52 - Select Add Scale-Out Repository

Give the SOBR a name and an optional description (Figure 53).

Edit Scale-out Backup Repository X

P
=
SEon

Name
Type in a name and description for this scale-out backup repository.

Name:
[soBR vasT|

Figure 53 - Give the SOBR a name

The first layer of SOBR is the performance tier and Figure 54 shows one extent has already been added to that tier. In this example, VAST
is doing double duty with a second flash VAST cluster being used for the performance tier. Like all tiers in a SOBR construct they can be
scaled with additional extents. So, multiple extents could be added as needed however, the VAST cluster technology can scale infinitely

so realistically only a single VAST extent is needed here drastically simplifying the implementation and management of SOBR.

VAST DATA UNIVERSAL STORAGE WITH VEEAM® BACKUP & REPLICATION CONFIGURATION GUIDE 27



Edit Scale-out Backup Repository x
Performance Tier
= 1 Select backup repositories to use as the landing zone and for the short-term retention.
m‘%m
Name Extents:
' Name (|
Lol re— B
Placement Policy
Capacity Tier
Summary

Figure 54 - Performance Tier

The Placement Policy of data onto each extent must be considered (Figure 55). VAST recommmends using Data locality since as an
all-flash system no additional performance is achieved spreading data across multiple extents. And again, with VAST's ability to scale

performance only a single extent is ever really needed which again simplifies the choice here.

Edit Scale-out Backup Repository X |

— Placement Policy
== Choose a backup files placement policy for this perfformance tier. When more than one extent matches the placement policy,
tt: backup job will choose the extent with the most free disk space available.

Name @ Data locality
All dependent backup files are placed on the same extent. For example, incremental backup files will

Performance Tier be stored together with the corresponding full backup file. However, the next full backup file can be
_ created on another extent (except extents backed by a deduplicating storage).
() Performance
Capacity Tier Incremental backup files are placed on a different extent from the corresponding full backup file,
providing for better backup file fi ion perf e with raw storage devices. Note that
Summary losing an extent with a full backup makes ing from inc impossibl
Specify the placement policy for full and incremental backup files Customize.

Figure 55 - Placement Policy Considerations

The next layer in a SOBR construct is the capacity layer which the redundant or disaster recovery copy of the data and is the VAST S3
repostiory. Figure 56 shows the Capacity Tier window with the top box checked which ungrays the pull down menu. Since the VAST S3
repository was already created, the item is listed and selected from the pull-down menu. If it wasn't created or if an additional capacity

extent is needed then click on the Add button.

When and how often to initiate the backups to the S3 capacity is left to the user however, if possible, it is recommended to check the

first box and copy to S3 as soon as the backup on the performance tier is created.
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Edit Scale-out Backup Repository X
o~ Capacity Tier
= Specify object storage to copy backups to for redundancy and DR purp Older backups can be moved to object storage
= completely to reduce long-term retention costs while preserving the ability to restore directly from offloaded backups.
By
Name Extend scale-out backup repository capacity with object storage:
Performance Tier VAST 53 - SOBR Extent Vg Add-
Placement Policy Define time windows when uploading to capacity tier is allowed ._ Window... |
_ [ Copy backups to object storage as soon as they are created
Create additional copy of your backups for added redundancy by having all backups copied to
B the capacity tier as soon as they are created on the performance tier.
ummary
[[] Move backups to object storage as they age out of the operational restore window
Reduce your long-term retention costs by moving older backups to object storage completely
while preserving the ability to restore directly from offloaded backups.
M backup files olderthan |14 -2 days (your operational restore window Overmnde...

Figure 56 - Capacity Tier Options

On the summary page (not shown) simply review all settings and click Finish. After the scale-out backup repository is created it will

show up as in Figure 57.

Scale-put Repository
B X W 9 '8
) “ihlh
out Edit Scale-out  Remove  Set Access Set Rescan
Repository i positony Lecation = eposi
Manage Scale.out Repository Manage Settings Tools
Backup Infrastructure Q Type in an object name fo search for
H Backup Proxies A Name Type Fath Capacity T Free
£ Backup Repositories lig VASTS3 - SOBR Extent  § b 53 elab-avnet201 shvastdats comivesam-50... /A NI&
External itans l__!‘?" Tier NFS f: elab-avnet202 o vastdsta B8R/ perfti 1.1PB 4033TE
« §55 Scale-out Repositories
i, S08R vAST

Figure 57 - SOBR Created

Notice in the right pane with the SOBR selected that both tiers are listed - performance (NFS) and capacity (S3). Now that these

repositories are apart of a scale-out object repository they will no longer be available for any other function within Veeam.
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CONFIGURING VEEAM BACKUP JOBS

A Veeam backup job defines how, where, and when to backup VM data. This section covers creating backup jobs for both a VAST NFS

and a VAST S3 repository.

VEEAM BACKUP JOB TO A VAST NFS REPOSITORY

There are myriad ways to initiate creating a new backup job. This example will be creating a backup for a few virtural machines and the

first step starts in the Home section of Veeam. Right click Jobs in the left pane and select Backup and then Virtual Machine (Figure 58).

= L
 EEERE
== 95 [== r_L] @ £
Backup Replication CDP  Backup Copy Failover Import
Job - Job~  Policy Copy~ Job~ Plan~ Backup
Primary Jobs Auxiliary Jobs  Restore  Actions
Home Q Type in an object name to sean
T Jobs iy e
e . " P
4 E%Lmz.‘l—lnuné Backup » Virtual machine...
[ Success #3  Replication v [[js=  Windows computer...
58 COP policy.. §A  Linux computer...
2 Backupcopy % Mac computer...
;'l-i:‘] VM copy... E‘. Unix computer...
B"‘] File copy... ﬂ] File share...
& Add view...

Figure 58 - Selecting Virtual Machine Backup Job

In the Name window give the backup job an appropriate name (Figure 59).

New Backup Job X

Name
Type in a name and description for this backup job.

e [

[VAST Backup - Windows v

Virtual Machines

Description:
Storage Created by VME-101\Administrator at 3/30/2022 4:11 PM.
Guest Processing
Schedule
Summary
Figure 59 - Naming the Backup Job
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In the Virtual Machines window click on the Add button (Figure 60).

Mew Backup Job X

Virtual Machines
Select virtual machines to process via container, or granularly. Container provides dynamic selection that automatically changes
llm a5 you add new VM into container.

Narne Virtual machines to backup:

e - - |-
Remove |

Storage

Guest Processing m"

Figure 60 - Add VMs to the Backup Job

This will bring up a browse window for selecting the virtual machines (Figure 61). The virtual machines can be individually picked out of

the list or a convenient search can be done to speed up selection.

Add Objects ¥

Select objects: DEGHE €®

Type
{“VHarrison - win16 - dd01 Virtual Machine
{5 Harrison - win16 - dd02 Virtual Machine
(5% Harrison - win19-dd01 Virtual Machine

Virtual Machine

|~*—lHarﬁsonAwin| X|

Figure 61 - Selecting the VMs with a Filter
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Click Add when all of the desired virtual machines are selected. Review the list of virtual machines to be added to the backup and make

any adjustments including exclusions (Figure 62).

New Backup Job X
Virtual Machines
Select virtual machines to process via container, or granularly. Container provides dynamic selection that automatically changes

m as you add new VM into container.

it Virtual machines to backup:
Name Type Size Add... |
_ (¥ Harrison - win16 - dd01 Virtual Machine 124GB R
Storage @Harﬁson - win16 - dd02 Virtual Machine 124 GB
¥ Harrison - win19-dd01 Virtual Machine 18.5GB _ — )
Guest Processing (¥ Harrison - win19-dd02 Virtual Machine 185GB Exclusions... |
{5 Harrison - win19-dd03 Virtual Machine 18.6 GB B o

Figure 62 - VMs Selected

On the Storage window (Figure 63) select the appropriate backup proxy. Automatic is the recommended setting even if Direct NFS
has been configured. Under the backup repository ensure it is set to the repository created in the Creating an NFS Backup Repository

section and not the default backup repository.

New Backup Job X
Storage
Specify processing proxy server to be used for source data retrieval, backup repository to store the backup files produced by this

]Lm job and customize advanced job settings if required.

Name Backup proxy: )
[Ammﬁculecﬁm ] | Choose..

Virtual Machines
Backup repository:

Jistorge I [octour Backup Feposiony ey een Sk >

Default Backup Repo

Guest Processing

Schedule

Retention policy: 7 121 | days - 0

Figure 63 - Select VAST Backup Repository

Make any necessary changes on the Guest Processing window (Figure 64).

New Backup Job X
Guest Processing
I;l‘ Choose guest OS processing opti ilable for ing VMs,
Name [ Enable application-aware p
Detects and prepares appllclhwn' Fur i backup, perfi transaction logs processing, and
Virtual Machines configures the OS to p quired application restore steps upon first boot.
Customize application handling options for individual machines and applications oo
[[] Enable guest file system indexing
_ Crutes mdugofguestﬁlﬁtomabhbmwsmg, searching and 1-click restores of individual files.
g is op |, and is not required to perf instant file level recoveries.
Schedule B z z 5 = 3 S
Customize advanced guest file system indexing opt for individual mach Indeing.
Figure 64 - Guest Processing Settings
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In the Schedule window (Figure 65) create an appropriate backup schedule for the desired recovery point objective (RPO).

New Backup Job x
Schedule
= Specify the job scheduling options. If you do not set the schedule, the job will need to be controlled manually.
Name EA Run the job automatically
FE— @ Dailyatthistime:  [10:00PM & | |Everyday - v| [ Doy
O Monthly at thistime: [1000PM % | [Fourth  Saturday «| | Months._
Stor, — - —
i (@] Periodically every: _1 v __Homs ] | Sehedule.. |
Guest pmuﬁ"g After this job [ Lo
T
A Retry failed items processing:
Summary :
Wait before each retry ptfor 10
Backup window :
[] Terminate job if it exceeds allowed backup window Vindow..

If the job does not complete within allocated backup window, it will be
terminated to p t snapshot commit during production hours.

Figure 65 - Scheduling of Backup

Review the configured backup job and click Finish when ready (Figure 66).

Edit Backup Job [VAST Backup - Windows VMs] X
Summary
= - You have successfully created the new backup job.
Name Summary:
IName: VAST Backup - Windows VMs
Virtual Machines Target Path: nfs3://main.selab-avnet202 sli.vastdata.com:/veeamBR
Type: VMware Backup
Storage Source items:
Harrison - win16 - dd01 (10.61.202.219)
Guest Processing Harrison - win16 - dd02 (10.61.202.219)

Harrison - win19-dd01 (10.61.202.219)
Harrison - win19-dd02 (10.61.202.219)
Schedule Harrison - win19-dd03 (10.61.202.219)

_ Command line to start the job on backup server

“C:\Program Files\Veeam'\Backup and Replication\Backup\Vi Backup.M exe” backup
d1f0203¢-13b1-497b-8612-66d456bf4cba

[J Run the job when | click Finish

(e I ] o]

Figure 66 - Review Summary

The backup configuration is complete and will begin at the next scheduled time or can be started manually or immediately with the Run

the job when | click Finish is checked.
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VEEAM BACKUP JOBS TO AN S3 REPOSITORY

S3 Object storage repositories can be used a couple ways within Veeam. The methods discussed here will be:
1. Archive location for data from a file share (NFS, CIFS etc)
2. Archive layer of Veeam Scale Out Backup Repository (SOBR)

Backup Job for NFS Share onto VAST S3

In this example an NFS file share was added (steps not shown) to Veeam. The data from this share will be backed up eventually to the
VAST S3 repository previously created. A new backup job will be created and just as was done with the backup job for the NFS Reposiotry

right click Jobs in the left pane and select Backup but this time select File Share (Figure 58). Give the job a Name as before (Figure 59).

In the next window, the NFS share with the source data that was added is selected (Figure 67). The window allows for browsings so that

specific files and folders can be selected for backup.

Select File or Folder X
Server:
main.selab-avnet202.sli.vastdata.com:/backup-data v
Folders:
4 [ ] main.selab-avnet202.sli.vastdata.com:/backup-data A
4 [ backup-data
> [ 10_FULLS
=1 115
4 [T dataset
| 4kvideo
| | CAD

Figure 67 - Select Files to Backup

After closing the search window confirm that all the appropriate files and folders are selected (Figure 68 — full file path is not displayed).

Mew File Backup Job X
Files and Folders

wii Specify files and folders to be backed up by this job.

Name

File or folder Server File mask Add...
" main.selab-avnet202.sli.vastdata.com:/bac.. main.selab-a... All files

Remove
" main.selab-avnet202.sli.vastdata.com:/bac.. main.selab-a... Al files =
Storage
Figure 68 - Review Backup of Files and Folders
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On the Storage window (Figure 69) there are several key tasks. The first is to select a backup repository and this case the NFS backup

repository is used again. This will be the primary backup location for the NFS file share data selected.

Now, checking the Keep previous file versions check box will ungray the Archive repository selection. This will allow the VAST S3

repository to be selected that was created in Creating an S3 Backup Repository.

New File Backup Job X
o, Storage
ii Specify target backup repository and file retention policy for this job.
Name Backup repository:
JVAST Data - Backup Repository (Created by VME-101\Administrator at 3/24/2022 2:52 PM,) 5 |
Files and Fold =
ks = S 47478 free of 1.10PB Map backup

IR - o e s ot 5 [l
Retains recent versions of each file for the specified time period, allowing for restore of entire file shares

Secondary Target to a point-in-time state, restore of deleted files, and restore of earlier file versions,

Schedule l [A Keep previous file versions for:l ] ..:. ').H,, v|

o Archives older versions of active and permanently deleted ﬁi@s after they are no longer covered by
il | the recent versions retention policy. For scalability reasons, we recommend using object storage.

VAST 53 - 201 (Created by VME-101\Administrator at 4/5/2022 11:05 AM.) vl
Files to archive:

Figure 69 - Enabling the S3 Archive Repository

The Secondary Target window allows the user to select a secondary backup location in case multiple copies are desired. Perhaps the

secondary target is on a separate VAST cluster or perhaps it's at an offsite location. Here the option is left empty.

New File Backup Job X
= Secondary Target
We can create additional copies of the short-term file store for redundancy, using the same or different retention policy. The
data copy process will start automatically after each primary job run.
Nami= Secondary repositories: .
Name Capacity Retention Add...
Files and Folders
Edit..
Storage
Remove
Schedule
Summary Data duplication to each second d ically. You can customize retention,
encryption and copy window seltmg-s by selmmg the repository and :Iu:lcmg Edit.
Figure 70 - Secondary Target
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The Schedule screen is next (not shown) and is left to the user to define their backup frequency needs. The last window (not shown) is a

summary page of all the settings. Once the backup job is completed it will show up as in Figure 71.

I

. o iy = |
‘ :b_ % g =2 | :-T" @ [

Backup Repbcation CDP Backup Copy Restore Failover  Impod Esport

lob = Job = Policy Copy~ lob= - Plan = Backup Backup
Primary Jobs Aumiliary joe Restore Adiani

|"m,= Q Type in an chiect nome o seareh for All jobs
| 4 % Jobs Mame Type £ Objects Stakus Last Bun Last Result et Run Target Description
| 35 Backup % Backup 1053 Fie Backup 2 Sopped <not scheduled> VAST Data - Backup Repesit.. | Created by
| & [ Backups Frobe Companian Thhware Backup 0 Toppen T houmago  Sutcem Tnot scheduled SRR VAST Crested by V|
| &, Disk 306 VAST Backup - Windo... Vhbware Backup H Siopped I6hoursage  Success 478/2022 1000 °M  VAST Data - Backisp Reposit...  Created by |

Figure 71 - S3 Backup Job for NFS Share

Backup job for SOBR with VAST S3

The steps for creating a backup job using a SOBR is identical to any other backup job except during storage selection the SOBR is
selected as the primary target. Within that construct exists the two tiers, the performance and archive S3 tier. Following the steps from

Veeam Backup Job to a VAST NFS Repository up to the point of picking the backup repository (Figure 63).

Edit Backup Job [SOBR with VAST $3] X

Virtual Machines
|—- — Select virtual machines to process via container, or granularly. Container provides dynamic selection that automatically changes
Lm 25 you add new VM into container.

Name

| VitwalMachines -
| e - Remeve
Storage | {erJHarrlson - Centos7- dd02 Virtual Machine
| D?Hamwn - Fedora-dd01 Virtual Machine =
Guest Processing | 5‘.1Hamion - Fedora-dd02 Virtual Machine A Exclusions...
| r:'TIIHmimn - Fedora-dd03 Virtual Machine

Figure 72 - Selecting VMs for SOBR Backup Job

This example will backup a handful of linux VMs (Figure 72) and more importantly will use the SOBR that was created previously (Figure

73). The rest of the settings are left to the user to determine.

Edit Backup Job [SOBR with VAST 53] X
Storage
E , Specify processing proxy server to be used for source data retrieval, backup repository to store the backup files produced by this
Jjob and customize advanced job settings if required.
Name Backup proxy:
[mm selection | | Choose...
Virtual Machines
Backup repository:
Csomge Lmvm (Created by VME-101\Administrator at 4/7/2022 5:03 PM.) M |
Guest Processing S 4937TBfreeof 1.12P8 Magp backup
Schedule Retention polcy: [10 21 retore points ~| @
Summary Keep certain full backups longer for archival purposes Configure..,
1 weekly, 1 monthly, 1 yearly
[ Configure secondery desinaions fo thi job
Copy backups produced by this job to another backup repository, or tape. We rec i to make
at least one copy of your backups to a different storage device that is located off-site.

Figure 73 - SOBR Selected as Backup Repository
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RESTORING FROM A VEEAM BACKUP JOB

A backup job is only as good as its ability to be restored. This section highlights the restore process on a couple of the backups that

were shown in the previous sections.

RESTORING VMS FROM A VAST NFS REPOSITORY

The backup job described in section Veeam Backup Job to a VAST NFS Repository backed up a handful of virtual machines. This section

will show how simple it is to restore those VMs.

L A (P A J | x
% EI ml'!i o P EE R b =
Instant Instant Disk Entire Virtual VM  Guest Application Amazon Microsoft Google Export  Delete
Recovery Recovery VM Disks Files Files~  ltems - EC?  Azurelaas CE Backup from Disk
Restare Restore o Cloud Actions
Home Q) Tjpein on abject nome to seaich for
Vi Job Name T Creation Time Festore Points
4% Backup &%, Probe Comparison 47772022 523 PM
4 B Backups a % VAST Backup - Windews Vs 4/2/2022 10:00 PM
Harrison - win16 -ddg1 ————————animas 10
& o EIP i -, 2 e
£ Object Sterage 3 Harrison - wini6 - dd02 | overy 10
= = Harrison - win10-dd01 | ok Instant disk recovery.. 10
4 [ Last24 Hours |;|-; BITISON - Win 1
[ Success £id Harrison - win19-dd02 Restore entire VM... I 10
(2 Hamrison - win19-dd03 | e Restore virtual disks... 10

Figure 74 - Select Restore Entire VM

There are multiple ways to bring up the restore wizard. Figure 74 shows the start point as the Home section. Right clicking on the Disk

icon reveals all of the jobs that have been run in the right window. Opening up the appropriate bckup job reveals all of the VMs that were

backed up as part of that job.

Full VM Restore X
Virtual Machines
Select virtual machines to be restored. You can add individual virtual machines from backup files, or containers from live
nt iners will be ically expanded into plain VM list).
RG] i mochves o esore
Typeing VM r okup
Restore Mode [Q X : l
e :::m in16 - ddo1 12 55;!: ::t:! m:ms PM Monda, =
g son - winl6 - 3 ago - Poi
Reason [ Harrison - win'6 - dd02 125GB 6 days ago (10:02 PM Tuesda..
(57 Harison - win13-dd01 18.9GB 5 days ago (10:14 PM Wednes... Remove
Summary i1 Harrison - win19-dd02 18.8GB 4 days ago (11:39 PM Thursda... [ -
i Harrison - win19-dd03 188G8 3 o (10:03 PM Friday ... |
Figure 75 - Selecting VMs and Restore Point
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Right clicking on one VM and in this example selelcing Restore entire VM brings up the Full VM Restore window shown in Figure 75. The
initial screen will only show a single VM from the right click but additional VMs were added using the Add button (Multiple VMs can be

selected initially).

Restore Points x
Availsble restore points for Hatrisan - win16 - dd01:
Job Type
4 2 VAST Backup - Windows VMs (VAST Data - Backup Repository)
(%5 ess than a day ago (10:02 PM Monday 4/11/2022) Increment
(%5 1 day ago (10:01 PM Sunday 4/10/2022) Increment
(5 2 days ago (10:02 PM Saturday 4/9/2022) Full
(7 3 days ago (10:01 PM Friday 4/8/2022) Increment
(% & days ago (10:24 PM Thursday 4/7/2022) Increment
(5 5 days ago (10:02 PM Wednesday 4/6/2022) Increment
(%5 6 days ago (10:02 PM Tuesday 4/5/2022) Increment
(% 7 days ago (10:16 PM Monday 4/4/2022) Increment
(%5 & days ago (10:02 PM Sunday 4/3/2022) Increment
(%% 9 days ago (10:02 PM Saturday 4/2/2022) Full

Figure 76 - Pick a Restore Point

The other configuration aspect to note is the Restore Point. For illustration purposes each VM was given a different restore point going
from three to seven days back. This was done by clicking the Point button and selecting the point in time for recovery of that VM

(Figure 76).

Full VM Restore X

Restore Mode
Specify whether selected VMs should be restored back to the original location, or to a new location or with different settings.

Virtual Machines @ Restore to the original location
Quickly initiate the restore of selected VM to its oniginal location, with the oniginal name and

_ settings. This option minimizes the chance of user input error,

Secure Restore ) Restore to a new location, or with different settings
Customize the restored VM location, and change its settings. The wizard will automatically populate
il controls with the onginal VM settings as the defaults.

() Staged restore
Run the selected VM directly from backup files in the isolated Datalab to make changes to the
guest 05 or applications prior to placing the VM into production environment.

Reason

Summary

Figure 77 - Select Restore Location

The Restore Mode window (Figure 77) gives the user the ability to place the restored VMs in a multitude of places. Here the VMs are

simply being restored to their original location.

Full VM Restore x
Secure Restore
Scan the selected backup for mal suchas p viruses or prior to performing the restore. This requires a

compatible antivirus installed on the mount server specified for the corresponding backup repository.

Virtual Machines [] Scan the restored machine for malware prior to performing the recovery
The machine you are about to restore will be scanned by antivirus software instalied on the mount
Restore Mode server to prevent a risk of bringing malware into your environment.
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The Secure Restore screen gives the user the option to scan the data during recovery for malware. This could be extremely useful if

recovering from ransomware to increase confidence that a particular restore point was taken before the ransomware attack. After a few

additional minor clicks and reviewing the summary the task will begin.

From the Home tab the current running restore is shown (Figure 78).

Y
if‘kl "E g *I J :'-1': B ?" i-‘!.
Backup Replicaion CDP  Backup Copy Restore Failoyer Import Export
Job ~ Job = Policy Copy= Job~ - Plan=  Backup Backup
Primary Jobs Auxiliary Jobs Restore Adtions
Home Q
Job Name Session Type Status Start Time &
[’ Hamison - win19-dd03 Full VM Restore 0% completed 4/12/2022 2:52 PM
[ Harmisen - win19-dd02 Full VM Restore 0% completed 4/12/2022 2:52 PM
[ Hamison - win19-dd01 Full VM Restore %% completed 471272022 2:52 PM
4 [T Last 24 Hours [ Hamison - win16 - dd02 Full VM Restore  15% completed 4/12/2022 2:52 PM
[} Running (5) [ Harrison - win16 - dd01 Full VM Restore  99% completed 4/12/2022 2:52 PM

Figure 78 - Restores Underway

After the restore completes the restored VMs' status show up under the Success section (Figure 79).

Sy A A rEm A2

Backup Replication CODP | Backup Copy FRestore Fallover  mpot Expont
fob ~ Job = Palicy | Copy = Job = > Plan = Backup Backup

Primary Jobs Aurilisry Fobs Festore Adtians
Home Q

icb Name Session Type Status

[ Hamison - win19-dd03 Full VM Restore Success

lo# Hamison - win19-dd02 Full VM Restore Success

w Hamison - win19-dd01 Full VM Restore Success

(3 Last 24 Hours [ Hamison - win16 - de02 Full VM Restors  Success
|3 Sucoess % Harison - win16 - a1 Full VM Restore Success 4112/20232 252 M

Figure 79 - Successful Restores

RESTORING FILES TO NFS FILE SHARE

In the section, Backup Job for NFS Share onto VAST S3, all the files on an NFS share had been backed up to an NFS repository with an

archive copy to an S3 repository. To restore files and folders back to the NFS file share is an easy task.

Starting from the Home tab select the Disk icon in the left pane and then open up the appropriate backup job (Figure 80). There are a

several options to choose from for restoring files including restoring the entire file share but here, Files and Folders was chosen so that

specific files can be restored.
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Figure 80 - Select Files and Folders for Restore

A new window will appear (Figure 81) that shows a searchable tree structure. The files to be restored are easily found, highlighted and

then right-clicked. From there the files can be restored as a copy or can overwrite the existing version.

fm S

Y]

:'¢ i
Rm.e Copy
b to

Action
1. main.selab-avnet202.shi.vastdata,com:/bat |
Yl dataset l

dkvideo
CAD

Name T

| architectural_eample-imperial.. DWG File

J ts.dwg

| | architectural-rosettes.dwg
[ ant_gallery.dwg

Type Size Creation Date
145.2 KB 2/8/2022 8:39 PM
[ R ¥ ] % Overwrite PM
Copy To... B Keep PM
DWG File 2103K8 YWITEPM

Modified Date

2/8/2022 8:39 PM
2/8/2022 8:39 PM
2/8/2022 8:39 PM
2/8/2022 8:39 PM

Figure 81 - Browse Folder and Select File(s)

Figure 82 simply shows a successful restore of the two files. To ensure that the restore is successful make sure proper write permissions

are given to that share for the Veeam server.

ring files to main.selab-avnet2

stdata.com:/

Restore stopped

N

==

vackup-data

Time elapsed:  00:00:00
Time remaining: 00:00:00

Show Details

Figure 82 - Files Restored Successfully
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RESTORING DATA FROM AN S3 REPOSITORY

Restoring directly from an S3 repository is slightly different than restoring from NFS repository since the role of S3 object store is
restricted to archive layer. There needs to be manual intervention to the performance tier (SOBR) or primary backup location or some
catastrophic event that the primary backup location is no longer available. The example here puts the performance tier of a SOBR into

maintenance mode which prevents any reading and writing to that layer.

L.“‘__.ﬂs 4
-] -
Edit  Maintenance Seal Evacuate Proxy
ory Repository Mode Extent Backups Affinity
Manage Repository Manage Settings
Backup Infrastructure Q Type in an object name to search for
é Backup Reposnones A Name Type Path
E". External Repositories e VAST 53 - SOBR Extent S3-compatible amazonS$3://
4 5} Scale-out Repositories &, Performance Tier [ g Proxy affinity...
=)
B SOBRVASE Maintenance mode
&% WAN Accelerators

Figure 83 - Put Performance Tier in Maintenance Mode

From the Backup Infrastructure tab select the SOBR from the left pane. In the right pane right click on the performance tier extent and
select Maintenance Mode. Figure 83 shows the tier already in maintenance mode as well as the right-click options. With the primary

backup location offline now go to the Home tab and select Object Storage (Backup job is under Disk too) and then open up the backup
job in the right pane (Figure 84). Just like the VM restore from section, Restoring VMs From a VAST NFS Repository, select Restore entire

VM and proceed through the the steps.

EI’ 154 ﬁa\raq re 4:: !* Cf":’ ‘g -% x

Instant Instant Disk Entire Virtual VM est Application Amazon Microsoft Google Export Delete
Recovery Recovery VM Disks Files File Items ~ EC2 Azurelaas CE Backup from Disk
Restore Restore to Cloud Actions
Home Q Type in an object name to for
Job Name T Creation Time
4 _— %, Backup VMs - SOBR 4/13/2022 10:45 AM

& H.mﬂ Centos7-dd01 — A AANIOSEOAL
D_JH n < Centos7- dd02 ]F. Instant recovery...

r#: Ohjectstcrage ljj Harrison - Fedora-dd01 E Instant disk recovery...

{5 Harrison - Fedora-dd02 = Restore entire VM...

4[5 Last 24 Hours

i'j's: Success E—‘l Harrison - Fedora-dd03 Restore virtual disks...
Figure 84 - Selecting VMs to Restore From S3
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When the task finishes restoring each VM, the results clearly show where the data was restored from. Figure 85 highlights the fact that

all the data came from the capacity or S3 tier.

Restoring VM x
Name: Harrison - Fedora-dd03 Status: Success
Restore type:  Full VM Restore Start time:  4/13/2022 4:11:08 PM
Initiated by:  VME-101\Administrator Endtime:  4/13/2022 4:15:33 PM
Statistics Reason Parameters Log
Message Duration *

0 Required backup infrastructure resources have been assigned
(£ Cannot find a proxy meeting the proxy affinity rules

0 Locking required backup files 0:00:39
) 5 files to restore (30 GB)

@r ing [ddvms] Harrison - Fedora-dd03/Harrison - Fedora-dd03.vmx 0:00:01
(V] Restoring file Harrison - Fedora-dd03.nvram (264.5 KB)

) No VM tags to restore

() Preparing for virtual disks restore 0:00:09
) Using proxy VMware Backup Proxy for restoring disk Hard disk 1

L) Rest Hard d U OB

red bt IiE [

£ 10.5 GB downloaded from capacity tier, 0 B copied from performance tier
s R « I 1 successfull

Figure 85 - VM Restored From Capacity (S3) Tier
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